The Design and Implementation of Free Riding Multicast

by Andrey Ermolinskiy

Research Project
Submitted to the Department of Electrical Engineering amin@uter Sciences, University

of California at Berkeley, in partial satisfaction of theqyugrements for the degree Master of
Science, Plan Il

Approval for the Report and Comprehensive Examination:

Committee:

Professor Scott Shenker
Research Advisor

(Date)

Kk kkk*k*k

Professor lon Stoica
Second Reader

(Date)



Abstract

In this report, we revisit a much explored topic in netwotkithe search for a simple yet
fully general and efficient multicast design. The many yedrgsearch into multicast routing
have led to a generally pessimistic view that the compleadtynulticast routing - and inter-
domain multicast in particular - can only be overcome byrigt#tg the service model, as in
the case of single-source multicast. This report proposesieapproach to implementing IP
multicast that, we hope, might lead to a reevaluation of¢bimmonly held view.

This report proposes Free Riding Multicast (FRM) - a new apph to network-level mul-
ticast routing and our primary contribution is a new prot@med at simplifying cross-domain
deployment of IP multicast. By replacing distributed treenputation with a multicast variant
of source routing, FRM sidesteps much of the complexity @aged with traditional solutions,
while retaining efficiency and full generality of the seimodel.
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1 Introduction

In 1990, Steve Deering proposed IP multicast [1] - an extengd the traditional IP unicast
service model for efficient multipoint communication. Tkesrvice model offers endhosts a
very simple abstraction: a host c@in andleavea multicast groug- at any time and any host
cansendpackets to a groufr. As with unicast, the internals of the network are expected t
provide the foundational best-effort delivery service riaulticast packets, atop which richer
application-level functionality may be implemented in taedhosts. The multicast service
model provides two key benefits:

1. The efficient use of network bandwidth for multipoint conmmitation.

2. The indirection facility of a group address, which allokes network-level rendezvous
and service discovery.

Deering’s seminal work triggered an era of research on thpementation and applica-
tions of IP multicast, but despite many years of progregspthctical impact of this research in
terms of actual deployment in the Internet remains someur@ear. On the one hand, support
for multicast is built into virtually every IP router and eyeend-system network stack. The
multicast service is often deployed within enterprise rmeks, as well as within the boundaries
of a single ISP. However, we have seen very little crossigemdeployment of multicast in the
Internet and today, more than fifteen years after Deeringpgsal, the vision of a ubiquitous
multicast "dialtone" remains an elusive, if not altogetabandoned, goal.

Theories abound for why this vision never materialized anoadly speaking, most of them
can be viewed as questioning the viability of IP multicastwa separate fronts:

1. Thepractical feasibilitygiven the apparent complexity of deploying and managing mul
ticast at the network layer, as well as the unresolved teahnhallenges associated with
multicast routing (e.g., scaling of multicast forwardirigte in routers).

2. Thedesirability of supporting the multicast function at the network layar. phrticu-
lar, many have questioned whether the demand for multiggdications justifies the
complexity of its deployment and whether ISPs have meanirggfonomic incentives to
deploy IP multicast. Furthermore, network-level multiceesjuires routers to maintain
and manage per-group (and, for some protocols, per-soatat, which can be seen
as a violation of the end-to-end principle [2] - an architeal cornerstone of the early
Internet that argues for simplicity and statelessnesseméiwork core.

In this report, we attempt to tackle the abovementionedeissipractical feasibility and
propose a simpler approach to implementing IP multicadt\leacall Free Riding Multicast
(FRM). In broad terms, FRM offers two key advantages over exigoigtions:

1. By leveraging knowledge of existing unicast routes, FRNUally eliminates the need
for a distributed multicast route computation mechanisrareby side-stepping much of
the complexity associated with traditional approachesutiioast routing.

2. A domain’s participation and use of multicast is signaleal the same channel as in
the unicast case, namely the Border Gateway Protocol (BG#, in turn, offers net-



work administrators a familiar framework within which tcckde the management of a
multicast service, including the issuesaaicess controhndaccounting

These advantages, however, come at a cost and the prineigadbff in our approach is the
avoidance of distributed route computation at the expehsgtomal efficiency. Unlike tradi-
tional approaches that tend to rely on distributed protowethanism, FRM tilts the burden of
multicast route construction to th@ternalsof a router. As a consequence, FRM requires more
storage and algorithmic sophistication at routers andnseszhat less efficient in bandwidth
consumptions that traditional solutions. We believe, haxethat given current technology
trends that can endow routers with substantial memory aodegsing resources on the one
hand and our continued difficulties taming wide-area rautiftgorithms on the other, this
tradeoff may be worth exploring.

Our contribution is a new approach to IP multicast routinaf the hope would lower the
technical barriers to its deployment. While the primaryu®of our work is on inter-domain
multicast, for which deployment challenges proved paldidy acute, the basic FRM scheme
can be extended to the intra-domain scenario as well. Antewie make no claims to un-
derstand the "market" for IP multicast and will not try tokkecthe desirability aspect of the
discussion, it is interesting to note that many of the ajpgpiimis that originally motivated the
research on multicast have (finally) arrived.

One example is massively multiplayer online games (MMORRGih reports of annual
subscription growth in the rang&® — 100% and up to 5 million active subscriptions in a
year [3]. In these games, a player’s actions must be propddatother players in the "vir-
tual" vicinity and currently, game operators achieve thisdeploying multiple servers, each
responsible for a certain region of the virtual world, thelay communication between play-
ers. Hence, for, players in a virtual region, the bandwidth requirementfhatdorresponding
server vary betwee® (n) to O(n?) depending on the extent to which latency constraints allow
multiple updates to be aggregated. [4]. In a simple scengame operators might use mul-
ticast to reduce server-side bandwidth consumption todat@ (1) andO(n). In a slightly
more sophisticated scenario, players might multicast igsddirectly to other players in the
same region, thereby fully offloading data forwarding froemnvers.

Another promising example is the adoption of the IP-TV tegbgy [5] with several
providers already in customer trials. Multimedia confeiag, RSS dissemination, software
updates, peer-to-peer file sharing, and grid computing ddéianal examples that could po-
tentially benefit from the presence of network-level malsicsupport.

The primary focus of this report is the design and evaluatibRRM and the remainder
of this document is structured as follows: We begin with afreview of prior work on
multicast routing in Section 2. We discuss our high-levgirapch and present the detailed
design of FRM in Sections 3 and 4, respectively. Section fuates the performance and
router resource consumption and Section 6 presents oustypet implementation of FRM.
Finally, we conclude in Section 7.



2 Related Work

Multicast routing has been the topic of substantial reseaxer the years and we have wit-
nessed the emergence of a large body of competing designapgndaches. We begin our
survey of prior work by drawing a fundamental distinctiortvieeen the techniques that dis-
seminate packets along traffic along a set of shortest-peis {one for each sender) and those
that make use of a single tree shared across all senders. sé/érafly touch upon the re-
stricted service model of single-source multicast and tlexlay-based approach to multicast
routing.

2.1 Shortest-Path Multicast Delivery

In this scheme, a multicast packet from souftés delivered to each member of the group
along the shortest routing path frash This approach minimizes the end-to-end transmission
latency, as perceived by a receiver, but requires routensaiotain per-source state. Hence,
this scheme can be seen as an attractive choice for sugpdelay-sensitive and bandwidth-
intensive applications with a relatively small number ahsltaneous senders; examples of
applications that fall into this category include multineedonferencing, the various tools for
online collaboration, and the delivery of streaming media.

In his pioneering work [1], Steve Deering proposed a numibextensions to the existing
protocols for unicast routing with the goal of enabling s$est-path multicast delivery and this
work has laid the foundation for DVMRP and MOSPF.

2.1.1 Distance Vector Multicast Routing Protocol

DVMRP provides a multicast tree maintenance mechanism pofta conventional distance
vector protocol for unicast routing. It uses a broadcasiamine scheme: a multicast packet
sent by a sourcé is initially forwarded toward all endhosts in the topologgdardless of
their group membership status) via a shortest-path breadese rooted ab. Leaf routers
that receive unwanted packets send periodic non-membersports to their parents on the
tree, which in turn aggregate and propagate these repaottsefuoward the source and the
initial broadcast tree is eventually transformed into atioast tree that properly reflects the
group membership status.; Packet forwarding in DVMRP maisesof thereverse shortest
path technique, which works as follows: When a multicast packegimated by a sourcé&
and addressed to groupis received by a routeR, it forwards the packet further only if the
interface on which it arrived is the outgoing interface foe hext hop on the shortest path
from R to S. The packet is forwarded on all interfaces for whighserves as a parent in the
broadcast tree rooted &t except those with active non-membership reports.

DVMRP provides efficient shortest-path delivery trees frany potential source, but ex-
hibits poor scaling properties because it requires routersaintain per-source state. Specif-
ically, for each potential sourcg in the topology, a router must maintain the set of its child
interfaces with respect t§. Furthermore, the tree construction mechanism is seniesd
and penalizes non-members (i.e., routers off the dissdimmpath) by requiring them to par-
ticipate in the generation and propagation of non-memijeralessages.

8



2.1.2 Multicast Open Shortest Path First

The MOSPF protocol is a fairly incremental extension to Oflnortest Path First - a widely-
used unicast routing scheme from the link state family ofgwols. In MOSPF, routers aug-
ment their link state advertisements (LSAS) with desaripdi of groups that have members on
that link and each router maintains the global group menhijeistate as part of its link state
database. When a new group member appears, its designatedmotifies all other protocol
participants of the membership change by re-broadcadtimgespective SLA. In this scheme,
forwarding a multicast packet originated by a soufteequires computing the shortest path
tree fromsS to the current set of receivers and forwarding copies of teket toward the im-
mediate children on the tree. For efficiency reasons, thdtsesf tree computation may be
cached and reused when processing subsequent packetssaddi@the same group.

MOSPF constructs efficient dissemination trees, but istéichio networks that run link
state protocols. One must also note that a tree for a givempgnoust be recomputed after
each membership change and the computational overhead gritkvthe number of links in
the topology.

In summary, while DVMRP and MOSPF both provide efficient séstrpath multicast de-
livery, path efficiency comes at a substantial cost and ptesescalability challenge for the
following reasons:

1. Setting up the forwarding state requires flooding ceritsiormation throughout the en-
tire topology. In DVMRP, establishing the non-membershéiesin intermediate routers
requires broadcasting the initial data packet. MOSPFictstithe dissemination of data
packets to the actual delivery path from the source to thefsedceivers, but requires
periodic flooding of group membership updates.

2. The fast-path forwarding state at transit routers gramesarly with the number of active
multicast groups. Furthermore, since IP multicast grougiregses are, in effect, flat
identifiers and do not easily lend themselves to topologgairegation, the forwarding
state requirements can also be expected to grow lineartythét number of senders.

For the above reasons, these protocols are typically ussdgport multicast within a
single domain and they are not well suited for large intemdm environments characterized
by sparse membership and high rates of membership churn.

2.2 Shared-Tree Multicast Delivery

A number of shared-tree multicast protocols have been gexpto address the scaling lim-
itations of shortest-path delivery techniques in wideaagavironments. In this approach, a
multicast group is associated with a small number of dissatian trees (often one) shared
among all senders. A sender unicasts its outgoing packé#te tmot of the shared tree, whose
address is made well known, which in turn forwards the patkeard the set of group mem-

bers along the shortest path.



2.2.1 Core-Based Trees

The CBT protocol proposed by Ballardgt al. in [6] associates each multicast group with a
well-knowncorerouter that functions as the root of a single disseminatiea $hared across all
senders. Senders unicast their outbound packets to thp'gi@mare and when a new member
joins a groupd, its first-hop router sends &oin(G) message along the reverse path to the
core. This message, in turn, allows intermediate routethemath between the core and the
new receiver to set up the necessary forwarding state. fBjadlgi the interface on which the
Join message arrived is added to the list of children for gréuand the outgoing interface
becomes the router’s parent for that group.

2.2.2 Protocol-Independent Multicast

PIM-SM [7] is another scheme for supporting multicast in emtea environments character-
ized by sparse group membership. While similar in spirit ®TCPIM-SM offers additional
flexibility by allowing leaf routers to switch between shest-path and shared-tree delivery on
per-source basis and choose the most appropriate delivettyooh based on current network
conditions and traffic characteristics. Each multicasugi@ is associated with a well-known
rendezvous pointR Pg) router that plays a dual role:

1. It serves as the root of the group’s shared tree.

2. For shortest-path delivery, it serves as a point of caitaisveen the group’s senders and
receivers, allowing them to discover each other and estalbie requisite forwarding
state in intermediate routers without a network-wide boaat!

Shared-tree multicast delivery schemes such as CBT and3Mavoid the blowup of
router state inherent to shortest-path protocols and tfieisaosubstantial improvement in scal-
ability, but forfeit path optimality. For this reason, muaodést architectures based on the shared
tree approach are well suited for delay-insensitive appbas that must support a large num-
ber of simultaneous senders and examples might includeatfieug mechanisms for service
discovery and network-level rendezvous.

The above two protocols have another desirable propertgiver-driven tree formation.
These protocols succeed in constraining the flow of theitroband data traffic to the distrib-
ution tree, which makes them an appealing choice for impleimg inter-domain multicast

Unfortunately, shared-tree protocols give rise to a nunaberon-trivial issues pertaining
to the placement and ownership of RPs when deployed in wiel-@nvironments that span
multiple administrative domains. The RP can be seen as gt of failure, whose avail-
ability in effect determines the availability of the respree multicast group and historically,
ISPs proved reluctant to depend on RPs operated by otheidprsy In addition, the use of
shared-tree mechanisms leads to reduced service av@jlabihe face of network partitions:
a sender partitioned away from the rendezvous point losesbitity to communicate with the
entire group. Conversely, a group member that lacks bitiineal connectivity with the RP

1The caveat is that shared-tree protocols typically recflomling the mappings between group addresses and the
corresponding RPs via some out-of-band mechanism
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cannot receive any of the data sent to the group by any sdieeen if this member has a
valid communication path t§.

2.3 Single-Source Multicast

It has been suggested that many of the target applicationB faulticast require delivery from
only a single, typically well-known source, as is clearlg ttase with various streaming media
delivery services, and that much of the complexity assediatith traditional multicast routing
can be eliminated by restricting the service model to allmly @ single endhost to act as a
sender for a given group.

The IP Multicast Channels architecture and the associal#d@RESS protocol proposed
by Holbrooket al. in [8] exemplify this approach. In their scheme, endhosksetibe to mul-
ticastchannelsthat are identified by the source addreSsdAddr) and the channel number
(ChanNum). Tojoin an EXPRESS channel, an endhost senfisia(SrcAddr, ChanNum)
request directly to the source, which causes intermedamters on the path to establish for-
warding state. Since the sender’s address is assumed tollbleneien, this mechanism does
not require indirection via the use of a rendezvous poirgrehy eliminating the need for
an additional RP address discovery mechanism, as well esbtheementioned non-technical
issues pertaining to their placement and ownership.

Although only one source may transmit to a given channeltirsalirce applications can
be accommodated in EXPRESS either by defining multiple oslanjone for each source) or
via the use of a Session Relay (SR) - a designated node thedlmates traffic from multiple
senders and retransmits it on a single well-known channegffect acting as the root of a
single tree shared across all senders. While the EXPRES8cptads similar to PIM-SM
in providing the ability to dynamically adjust between diest-path and shared-tree delivery,
the key point of distinction is that Session Relays in EXPRBESe application-level entities
and control over the placement SRs and the policy for switghietween the shared and the
shortest-path delivery methods is delegated to the apiglicand/or its users.

2.4 Overlay Multicast

While advocates of IP multicast have argued that the pedooa benefits of supporting mul-
ticast at the network layer justify the burdens of increapemtocol complexity and router
resource requirements, achieving widespread deploynfdi llulticast across the Internet
has proven to be an increasingly uphill battle, which hasokbers to adopt precisely the op-
posite view and seek alternative approaches. In partidhlare has been considerable interest
in peer-to-peer overlay-based schemes, where particgpatidhosts organize themselves into
a overlay mesh and cooperate on providing the multicasingfiinctionality.

In the Narada protocol for end-system multicast propose@Huyet al. in [9], members
of a group arrange themselves into a self-organizing oyédpology and neighboring nodes
periodically exchange their lists of known members, sodlvaty node eventually learns about
all other members of the group. The overlay topology is nadireid using a dynamic mech-
anism that allows any node to adjust its neighbor set by gddimd droppings links with the
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goal of improving the overall efficiency of the overlay witispect to latency and bandwidth.
A path vector protocol deployed on top of the overlay alloashepotential source to discover
a routing path to every group member and construct a multtsery tree.

The packet forwarding mechanism in Narada follows the cotiweal reverse path for-
warding technique: A membe¥/ that receives a multicast packet via a neighboforwards
the packet iffV is the next hop on the shortest path frdhto the packet’s source.

Unlike network-level multicast, applications that utdian overlay-based scheme are easily
deployable in the current Internet, as they do not requirguitous router support for multicast
routing, but this useful property comes at the expense daiefity. An overlay dissemination
tree, in which only endhosts can serve as replication poistaearly always less efficient
than what could be achieved with network-level multicagipgut, as some of the links will
inevitably see redundant packet transmissions. Absenceutér support also means that
endhosts are responsible for the maintenance of the globapgnembership state, which
presents a scalability challenge. For this reason, endiassid systems such as Narada are
limited to supporting only small to medium-sized groups.

To summarize, while both network-level and overlay sohsioffer the benefits of mul-
ticast, namely efficient group communication and addredsention, they come with highly
different tradeoffs, offering efficiency on the one hand aade of deployment on the other.

Having provided a brief overview of prior research on malsicrouting to help place our
work in context, we now proceed to the discussion of FreerRidilulticast. In the following
two sections, we describe our high-level approach, sunz@dhe key design features that
differentiate FRM from earlier work, and examine the tréftem our design.

3 FRM: Approach Overview

In very broad terms, multicast packet delivery requires:

1. Agroup membership discovery mechanigiiven a destination grouf, identify the set
of current members iar.

2. Aroute discovery mechanisn®iven a group membel/, identify a valid routing path
from the packet source tbf.

While many of the existing solutions combine these two congods into a single mono-
lithic mechanism, we take a slightly different approach kplieitly separating group mem-
bership maintenance from route discovery. This separaicrucial to our design and offers
the following advantage: once group members are known, @mge can locally compute the
entire dissemination tree for an outgoing multicast pafienh the union of its unicast routes
to each member of the group. As we demonstrate below, cemigalthe tree computation
procedure allows us to sidestep many of the complexitiescaged with the traditional ap-
proaches to multicast routing, many of which rely on a disiied protocol for the construction
and maintenance of dissemination trees.

At a very high level, the FRM scheme operates as follows: A aafs border router
augments its BGP prefix advertisements with an encoding eofrthiticast group addresses

12



N . Members

,:7' of G

Dest. Prefix | AS_PATH | Groups ! §
a.b.*.* 1—2—4 G @ :3@ @3
c.d.* 19255 None ! !
domain g.h.i* efr* 136 G
z g.hi.* 1—3—>7 G Subtree, Subtree;

(a) A sample AS-level topologydS1 originates a packet (b) Content of the BGP Forwarding Information Base
destined for groups with 3 member domainsAS4, (FIB) at AS1 and the resulting dissemination tree.
AS6, andAST).

Figure 1:FRM forwarding in a sample AS-level topology.

with active members in its domafh(we discuss the specifics of this encoding in Section 4)
and disseminates this information via the standard BGReradvertisement mechanism. As a
result, every border router learns which multicast groupspaesent in each destination prefix
and this information is maintained as part of per-prefixestatthe BGP Routing Information
Base (RIB).

To forward a multicast packet addresed?pthe source domain’s border router (denoted
R,) scans its BGP RIB to identify the set of prefixes with member& and computes the
dissemination tree from the union of the AS-level unicaghgdas specified by the value
of the AS-PATHattribute) to all member domains. Having constructed tHvely tree, R,
forwards a single copy of the packet to each immediate cluldain on this tree along with
an encoding of the subtree rooted at that child. Upon recdiptpacket fromR;, the child
domain’s border router examines the encoding supplieddrpttket and, in turn, forwards a
copy of the packet toward its children on the tree, and st fort

We illustrate this process in Figure 1(a). A packet origadaby a host irAS land destined
for a multicast groug arrives at the domain’s border routek®,(). This router examines its
BGP RIB(shown in Figure 1(b) on the left) and determines prafixesa.b.*.*, e.f.*.*, and
g.h.i.* (which correspond to domaifsS 4 AS 6 andAS 7 respectively) have active members
in this group. Using this information; computes the dissemination tree from the union of
the AS-level unicast paths from the local domakg() to each of the member domains. The
resulting tree is shown in Figure 1(b) on the right. Finalty,transmits one copy of the packet
to R, along with an encoding dfubtree; and, accordingly, another copy i along with an
encoding ofSubtrees.

2In the remainder of this report with use the terdesnainandautonomous system (AiBjerchangeably.
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While our approach can be viewed as extending MOSPF to teedamain arena, it is
important to note that unlike link-state protocols, BGP sloet provide its participants with
a global view of the network topology. A domain’s border camerage its unicast routes
obtained from BGP to compute a valid multicast delivery patim itself to a given set of
receivers. However, a BGP speaker has no easy way of detegriin the general case)
whether its domain lies on the path from another source teengeceiver, which complicates
multicast forwarding at transit routers. Returning to tlkaraple of Figure 1(a)R. and Rs
may both have BGP entries for the destination prefix.* and can therefore infer the presence
of group members in the respective domas(§. However, wherR, receives a packet from
Ry, it has no easy way of knowing not to forward the packet towa®d6because the local
BGP information atR, does not reveal that its domainnst on the unicast path used &

1 to reachAS 6 In fact, the choice to route vih — 2 — 6 rather thanl — 3 — 6 may
have been the result of a local policy decisiorA&® 1and BGP does not currently provide a
facility that would allow a participating domain to expligi externalize its routing policies to
its peers.

FRM addresses this problem by requiring the source bordgerdo augment each out-
going packet with an encoding of the dissemination tree &edfdarwarding decision logic
at intermediate routers makes use of this additional inédion, but this is by no means the
only feasible design choice. As an alternate option, onédcenvision employing a limited
form of DVMRP-style broadcast-and-prune, although thigrapch would raise concerns over
scalability and increased bandwidth overhead for non-nezsb

At a slightly more speculative level, the per-packet ovathassociated with the tree en-
coding can be altogether eliminated by modifying the unydegl unicast routing infrastructure
and replacing BGP with a policy-compliant link-state patb While this approach would
face a daunting barrier to deployment in the current Intgihenight be interesting to explore
this design in the context of a clean-slate perspective enriternet architecture - a research
area that is rapidly gaining momentum thanks to initiatisesh as the NewArch project [10],
NSF's GENI [11], FIND [12], and [13]. As an intermediate stiepthis direction, we pro-
pose an incremental extension to BGP aimed at providingerswtith a broader view of the
global topology, which in turn allows us to reduce the amafnger-packet bandwidth over-
head incurred by the FRM forwarding scheme. We discuss aalliae this extension in
Section 5.2.2.

We now proceed to a detailed description of the design,i@tbby a summary of the core
tradeoffs.

4 FRM: Design

The high-level design of FRM can be separated into two corapizngroup membership dis-
coveryand thepacket forwarding mechanisand we now present our solutions for each along
with a qualitative examination of router resource requieats, including the storage overhead
due to the global group membership state and the compughtiost of packet processing.
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4.1 Group Membership Maintenance

As mentioned in the previous section, our design attemplsveErage existing unicast routes
for multicast packet delivery and toward this end, we extB&P to include per-prefix group
membership information.

We assume that a domain’s border router discovers whichpgaoe present (i.e., have
active members) in its local domain through interactiorhviiite intra-domain multicast rout-
ing protocol. For instance, if PIM-SM is used for intra-ddmanulticast delivery, a group’s
internal Rendezvous Point could be configured to notify tbedér router of domain-wide
membership changes (when the first member joins or the last@eleaves). Upon receiving
a packet addressed to a group with members in the local dothaiborder router could tunnel
the packet to the respective RP, which would in turn initiatal dissemination and vice versa.

A domain’s BGP speaker augments its route advertisemehtamitencoding of the group
addresses with active members in the advertised prefix.e/dhi¢é can consider several distinct
techniques for encoding this membership information, grepumeration would leave limited
opportunities for scaling to large numbers of groups. kdteve use an alternate method
that achieves space efficiency by encoding the list of Igaaitive groups into a bloom filter
(denotedGRP_BF) - a probabilistic data structure that compresses a seteofieits into
a bitfield of predetermined length [14]. The use of bloom filtentroduces the possibility
of false positives, meaning that a domain may on occasiogivedraffic for an unwanted
multicast group. It is important to note, however, that ctliesne is not susceptible to false
negatives and therefore never results in service beingdédailegitimate group members.

To deal with unwanted traffic resulting from false positiviee receiving domain’s border
router R can simply drop all such traffic or recode its advertisemetat inultiple bloom filters
such that the offending false positive is eliminated. Yedthar option would be to let the
receiver inform the upstream domdin(i.e., the previous hop on the dissemination path) by
the means of a non-membership report similar to DVMRP. Ipease,U could install an
explicit filter rule to cease forwarding the offending gréaupaffic to R and we assume the use
of this method in the remainder of the report.

Clearly, the length of a group bloom filter represents a wédeetween the router memory
requirements due t&RP_BF state on the one hand and the amount of unsolicited traffic a
domain may receive (and hence the number of filter entriedateto handle it) on the other.
In fact, knowing the number of filter entries a domain is pétaai to install at its upstream
provider(s) provides a way to reason about the choice of liee kength (denoted.,,,).

If we assume that each false positive results in a filter baistalled in the upstream
provider's domain, we can calculate the maximum false pesiate that a receiver can tolerate
from the number of available filter entrieg)( the number of group addresses to be encoded
(G), and the total size of the multicast address spaide (

f

RatEfp = Mzn(l, rG)

The above false positive rate can then be used to computginepiate filter size. ;..
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We have:

%

(1 — e_HG/LQTP)H )

1 \HG H
Ratey, = 1—<1—L >
grp

whereH is the number of hash functions used by the bloom filter. &glfor L., yields:

-HG
In(1 — (Rateys,) /)’

Lgrp =

As an example, if we assume the standard IPv4 multicast ssldpace (224.0.0.0 - 240.0.0.0)
and 100 upstream filters, encoding 100,000 groups wouldreequaintaining the false posi-
tive rate below6 - 10~7. Using the optimal number of hash functiord$ & 21), we can encode
these groups into a bloom filter of length 2,982,200 bits @raximately 364KB.

To simplify manipulation (compression, expansion, and-egation) we requiré.,,.,, to be
a power of two. Note that if a provider domain employs prefigragation, the aggregate group
filter can be easily computed as the bitwise OR of the cormedipg custometzRP_BF's.

It is also important to note that unlike conventional BGPteocadvertisements, processing
an FRM membership update imposes only a modest processsigand does not require
invoking the BGP decision process. Upon receipt 6f/2aP_B F' update, a router must simply
apply the update to the current copy of the originating doreagroup bloom filter in the
BGP RIB and, in certain rare cases (which we discuss in Sedti®), update the multicast
forwarding tables on line cards.

4.1.1 New BGP Path Attributes

As we discussed above, our scheme requires border routgiggidoack the local membership
information on their BGP prefix advertisements and towarsl éimd, we introduce three new
BGP path attributes:

FRM_GRP_BFVAL (Figure 2(a)) - An optional transitive path attribute of iedle length
used for the initial transfer of the group membership statkeastart of a peering session
between a pair of FRM-speaking routers. The attribute vadunsists of an 8-byte header
followed by a variable-length bitfield{ F' Data) carrying the actual content of the group
bloom filter in its entirety or a segment thereof. The heagecties the total length of
the GRP_BF encoding in bytesB F' Length) and the offset of the supplied segment
(SegmO f f set).

The need for segmentation and reassembly in our currergrdegems from the 4-KB
limit on the maximum size of a BGP UPDATE message imposed byctirrent BGP
protocol specification [15], which complicates the taskrahsmitting large membership
encodings that exceed this size limit. While the obviouskaoyund would be to in-
crease the maximum message length, this would require yioglithe message header
format, and hence breaking compatibility with legacy rositénstead, we chose to work
within the constraints of the current BGP specification ara/jded a mechanism that
allows FRM-enabled border routers to transfer latg@P_BF encodings in a piece-
wise manner via multiple UPDATE messages. Fortunately, BGfesigned to operate
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FRM_GRP_BFVAL attribute type

- Optional

- Transitive

- Partial

- Extended length

0T PE
[1]1]ofudo o o o] FRM GRP_BFVAL (8) |
A

mT 0

hd
Attribute flags (1 byte) Attribute type code (1 byte) i
FRM_GRP_UPDATE attribute type

OTPE
FRM_GRP_BFVAL attribute value [2]2]ofudo 0 o gl\FRM_GRP_UPDATE @]
hd
Attribute flags (1 byte) Attribute type code (1 byte)
BFLength } 4 bytes
SegmOffset 4 bytes FRM_GRP_UPDATE attribute value

BFData \/'j" Var. length UpdateList B} Var. length

(a) Formatofthe" RM_GRP_BFV AL path attribute. (b) Format of theFRM_GRP_UPDATE path at-
tribute.

FRM_GRP_PARAM attribute type

OTPE
[1]1]o]o]o 0 o o] FRM_GRP_PARAM(10) |
< A —

Attribute flags (1 byte) Attribute type code (1 byte)

FRM_GRP_PARAM attribute value (2 bytes)
| NumBFHash |

(c) Format of the" RM_GRP_PARAM path attribute.

Figure 2:Format of new BGP path attributes for communicating group membership.

on top a reliable transport protocol, which simplifies thediang of fragmentation and
reassembly at the FRM level and eliminates the need for@kplechanisms for dealing
with segment loss, duplication, and reordering.

FRM_GRP_UPDATE (Figure 2(b)) - An optional transitive path attribute of iednie length
used to communicate incremental updates to the cuGe®P_BF state, allowing a
domain to signal changes to its membership status withdten@mitting the group
bloom filter in its entirety. The attribute value containsiiagte variable-length field
UpdateList holding an array of bit positions, each of lengty(L,,,) bits, whose
corresponding values in the group bloom filter need to bedlippIf necessary, the
UpdateList field is padded with trailing O-bits to an integer number ofesy

FRM_GRP_PARAM (Figure 2(c)) - An optional transitive path attribute of fikength used
to communicate the parameters of ti&P_BF encoding. At present, its value con-
tains only a single field specifying the number of hash furctused in the encoding
(NumBF Hash). We assume that all implementation of FRM will share a grgjbb-
ally agreed-upon and uniformly ordered set of hash funstion
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4.2 Multicast Packet Forwarding

We now turn to discussing the packet forwarding process.hénRRM scheme, the border
router in the packet’s source domain plays a special rolehamdiles outgoing packets in a
manner that differs from processing at transit routers aadiiscuss each in turn.

4.2.1 Forwarding at the Origin Border Router

A multicast packet sent by souréato a group(G is delivered by the means of the intra-domain
multicast protocol to the border router in the source’s doni@enotedR;). This router scans
its BGP RIB and performs a lookup in eaGlR P_BF entry to identify the set of destination
prefixes with active members i@. Using this information,R, then constructs the domain-
level multicast dissemination tré&(G) from the union of the individual unicast paths to each
member prefix (as given by the value of th& P AT H attribute).

The source domain’s immediate children on the tree comstihe set of next hop domains
for R;. However, as we described in Section 3, the source borderroannot simply forward
the packet to each such domain, since the target may notssegdave all the information
it would need to make a correct a forwarding decision andgmafe the packet further along
the tree. Specifically, a transit rout®; may not know whether it lies on the unicast path used
by R, to reach a particular member prefix.

FRM addresses this issue by requiriRgto communicate the relevant fragments/gi)
to intermediate routers on the dissemination path. Spetifidor each child domair®, the
source border router constructs a space-efficient encatfitige edges of the dissemination
subtree rooted &t inserts this encoding into the outgoing packet in the fofm'shim" layer
above the IP header, and forwards the resulting pack@t ta the example of Figure 1(aR;
would encode the edg@ — 4) in its packets ta?, and{(3 — 6), (3 — 7)} in those toRs.

For scalability reasons, we encode the tree into the shirdenassing a bloom filter (de-
notedTREE_BF) but unlike group membership encodings discussed in thdaque sec-
tion, we require the shim header to be of fixed and well-knogngth so as to be amenable
to fast hardware-assisted processing in transit routers. r€iance on bloom filters makes
the encoding scheme susceptible to false positives whicthis particular context, manifest
themselves as packet transmissions along inter-domaasetgt do not belong to the original
delivery tree (e.g., a domaid may forward a copy of the packet to its neighl®reven if
(A— B) ¢ T(G).

Figure 3 illustrates the format of the FRM shim header. Itdsa bloom filter encoding of
the subtree, preceded by a 32-bit control structure thatesaadditional information about the
encoding. Specifically, the first 4 bits of the header holdriheaber of hash functions used to
generate the encoding, followed by a 4-bit field denotingléingith of the encoding in 32-bit
words. The next 16 bits carry a checksum, which is computezbhgidering the entire header
(including the control structure) as a sequence of 16-bidaoThe last 8 bits of the control
structure are currently unused and are reserved for futategpl extensions.

The choice of the shim header length represents anothertampdradeoff in our design,
namely, a tradeoff between the number of unsolicited pacaasmission resulting from false
positives in thée' REE_BF and the constant per-packet bandwidth penalty due to time shi
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NumHash Length

Checksum (high-order byte)

Checksum (low-order byte)

Reserved

Bloom filter encoding of
the subtree

_ @ @@

Figure 3:Format of the FRM shim header.

header. An insufficiently large header size can result i Hadse positive rates for large
groups, whereas choosing a large enough value to accomenedat the largest groups would
resultin a needless waste of bandwidth due to the shim he@dedesign tries to attain a com-
promise between these competing concerns: we pick aTied X_BF size of Ltrer BF
bits and a target false positive ralte, and computer - the number of edges that can be
encoded intaLrrer gr bits while maintaining the rate of false positives below thesen
threshold. We have:
Rater, = 2_1n(2) LTRE;EE 2
fp
or, equivalently:

—In(2)?

In(Ratey,)

The optimal number of bloom filter hash functiof&that yields the above false positive
rate is given by:

E = LrRreE BF -

LrreE_BF
H=1In(2)- —5

As an example, if we assumel&; target false positive rate, 83 AS-level edges can be
encoded into a single 100-byte shim header and achievingptimal encoding efficiency
would require 7 hash functions.

Having determined the number of edges that can be trandfereesingle shim header, we
use a standard bin-packing algorithm to decompose theesulzinted at a child’ of R, into
groups of smaller subtrees, ensuring that the number ofseidgeach group does not exceed
E. We then encode each such group into a single shim headeoamalrd it towardC' along
with a separate copy of the packet. Note that as a resulfiedimks on the dissemination
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tree may see multiple redundant copies of a single multicassmission and this unfortunate
consequence stems from our decision to maintain a fixedskire header.

Let us now briefly consider the computational cost of theradimed tree construction proce-
dure invoked at the source border router. This cost grovesitig with the number of prefixes
in the router's RIB and the average AS path length. Althoulglarty expensive, the crucial
factor that renders our approach feasible is that resuttseahitial computation can be cached
and reused to process subsequent packets addressed toégreap and hence, the large cost
is incurred only on the first packet sent to each group. We radée that the initial operation
involving the scan of the BGP RIB is highly amenable to patahtion and can be handled
efficiently on appropriately provisioned hardware.

The cached forwarding entry for a given destination gréugonsists of &-element array

{(ASNumy, TREE_BF}),(ASNumy, TREE_BF), ...,(ASNumy,, TREE_BF})},

wherek is the number of top-level children iii(G) and each element holds the forwarding
information for the corresponding child, namely: its AS rhgnand a bloom filter encoding
of the respective subtree. The cache of forwarding entsi@zdiexed by the destination group
address and any of the well-known techniques for efficieacermatch lookups can be em-
ployed to retrieve the forwarding entry for a a given desioraaddress. For example, CAMs
and direct memory data structures offer constant-timetexatch lookups, while more com-
pact data structures achieve lookups in logarithmic tinée 117].

We note that our scheme requir&s to maintain per-group forwarding state that grows
linearly with the size of a single forwarding entry (whicm turn, depends on the size of
the treeT'((7)), as well as the number of groups with active local sources.c@nhsider this
scaling reasonable because we expect that in any reali®tiago, only a small fraction of
groups will have active sources in the local domain and th@4idomain multicast protocol
is likely to exhibit similar scaling properties. We evaleahe memory requirements for the
forwarding cache aR; in detail in Section 5.1.2 and our results suggest that thbezhstate
could be mostly accommodated in line card memory. Conseiyuere expect that once the
delivery tree has been computefd; will process its outgoing packets entirely via the fast-
path forwarding logic. On the other hand, if line card membuyfers cannot accommodate
the entire cache, one might consider caching only the fatingrentries for groups with high
volume of traffic and leave the forwarding of low data volurmeups to the route processor.

4.2.2 Forwarding at Intermediate Routers

As we saw in the previous section, the packet forwardingatjmer at the source border router
incurs some nontrivial storage and computational coste.pHyoff for complexity of forward-
ing at the source is highly scalable, simple, and efficienvéoding at intermediate routers.
To forward a multicast packet, a border rouférin a transit domairi” simply inspects the
TREFE_BF encoding supplied in the packet’s shim header and checlchwahits AS neigh-
bor edges are on the encoded subtree. Specifically, for eaghbor domainV, R; performs
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a bloom filter lookup iIN"REE_BF and forwards a copy of the packet toward the next hop
for domainN if the edge(T" — N) is present in the encoding.

To ensure efficient processing A, we store neighbor edges in their encoded represen-
tation. That is, each neighbor edge is encoded into (anédtas) a separate bloom filter
and standard filter matching techniques can be used to ingpiethe forwarding lookup op-
eration. Specifically, for each neighbor edgé — N), R, must simply check whether the
corresponding bits are set in the pack@tREE_BF. There are a variety of mechanisms for
implementing filter matching and one simple and efficientarptvould be to use TCAM with
the bloom filter for each neighbor edge stored in one TCAM rowt all zero bits set to the
"don’t care” value [18]. This method would allow all neighiedges to be matched in paral-
lel with a single TCAM access. Alternatively, edge encodign be stored in RAM, which
would allow logarithmic-time matching.

Finally, we note that the content of the shim header requicagpdating afz; and remains
unmodified along the entire path between the source domditharset of receivers.

4.3 Summary of Design Tradeoffs

Having presented our solutions to the two core aspects ofrihiéicast routing problem,
namely, group membership discovery and packet forwardiregare now ready to summarize
the principal tradeoffs in our design. Our primary goal WwitRM was to provide a "leaner”
multicast solution that seeks to minimize the amount ofrilisted protocol mechanism at the
expense of optimal efficiency. As we discuss below, thisreff®th advantages and challenges.

4.3.1 Advantages

Sparseness in protocol mechanism.In terms of protocol complexity, the basic FRM
design requires:

1. Extending the inter-domain unicast routing protocol o carry group membership
information as part of route announcements.

2. Providing a mechanism that allows a transit domain torfittalticast traffic (on a per-
group and per-link basis) upon request from a downstreanomgs domain.

Scalable forwarding at transit routers. As we saw in Section 4.2.2, our source-encoded
forwarding scheme enables simple and efficient packet psiog at intermediate routerg;’s
"forwarding" state is essentially a list of its neighbor A®je encodings and hence, the num-
ber of forwarding entries depends only on the domain’s ASegMeasurement studies of
the Internet topology report per-domain AS degrees thajadrom 1 to under 10,000 and
follow a power-law distribution [19]. We can thus expect th@nber of forwarding entries
at most transit routers to be low, possibly several ordemmagnitude lower than the size of
the multicast group address space, and thus easily accoat@toon line cards. Crucially, the
amount of transit forwarding state doest depend on the number of active groups and the
number of sources in a group. Furthermore, since the fomgustate ati?; depends only on
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its (largely static) set of AS neighbors, our design doesreqtire a distributed protocol to
construct and maintain this state.

The simplicity of transit forwarding and the efficient scaiof forwarding state ak; are
the key distinguishing features of our design that difféie#a FRM from many of the existing
approaches. To the best of our knowledge, FRM is the onlyicaslt routing scheme that
offers shortest-path delivery without requiring internzge path elements to maintain per-
source state. However, this attractive property comesatdht of some additional bandwidth,
memory, and computational overhead in the source domain.

Centralized route computation. In FRM, the dissemination tree is constructed in its
entirety by the border router in the source domain using themMedge of existing unicast
routes. This not only eliminates the need for a separateicasttroute discovery mechanism,
but also protects us from the effects of certain routing aal@s, such as those reported in
[20, 21].

General service model. In contrast to the Multicast Channels framework, FRM sutspor
the general multi-source service model of IP Multicast actiieves efficient packet delivery
with source-rooted trees.

Ease of configuration and management. Unlike shared-tree schemes such as PIM-SM
and CBT, FRM avoids the contentious issues concerning ieetsm and placement of RPs.
Furthermore, since our design requires only a few increatextensions to BGP, it does not
impose the burden of configuring a new inter-domain protacal instead offers management
within the familiar BGP framework.

Accountability and ISP control. Lack of accountability has been frequently cited as one
of the primary impediments to the adoption of IP multicaghewide area. In FRM, the border
router in the source domain has full knowledge of (and comver) the set of destinations
included in the dissemination tree. This allows ISPs taritife degree of traffic "amplification”
due to a multicast transmission originated by a customer @ntlirn, provides a basis for
a meaningful charging model. In addition, since group masibp is explicitly advertised
through BGP, an ISP also has complete control over its cua®group subscription status:
blocking access to an undesired group is simply a matteratiding it from theGRP_BF
encoding.

Finally, we note that unlike the IP source routing paradigar,source-encoded forwarding
scheme selects paths compliant with the local policy clsoddentermediate ISPs.

4.3.2 Challenges

State requirements. FRM incurs the overhead of advertising and maintaining grmem-
bership state. While true for all multicast protocols, oesidn disseminates membership infor-
mation more widely than most traditional schemes and heraes greater overhead. Table 1
summarizes the state requirements and processing cosBMnalRd we note that while our
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‘ State ‘ Scaling ‘ Location ‘ Lookup ‘

Membership state &t O(P-@G) Route processor Linear scan
Cached forwarding entries &; | O(Gs - |T(Gs)|) Line card Exact match
Neighbor link encodings ak; AS degree Line card Filter match

Table 1:Summary of the state requirements and processing overhead FRM. P denotes the
total number of destination prefixes in the BGP RIB and( is the average number of groups
per prefix. G denotes the number of groups with active senders in domaif and |7'(Gs)| is
the average number of edges in dissemination trees for grogpwith senders inS.

design tilts the burden of forwarding state and complexittosenders’ access domains, this
is not an entirely displeasing arrangement, since the balichgonserving benefit of multi-
casting is greatest at the sender.

Suboptimal bandwidth utilization. FRM'’s reliance on what is effectively a form of
multicast source routing incurs additional bandwidth sost

1. The FRM shim header incurs a fixed per-packet transmissierhead.

2. False positives in thE REE_BF encoding may on occasion trigger unnecessary packet
transmissions to non-participants.

3. The use of a constant-size encoding necessitates deptieakets transmissions (on a
subset of links) for groups too large to be encoded into dsii@@EE_BF.

Unconventional packet forwarding techniques. Traditional packet forwarding mech-
anisms require a longest prefix lookup on the destinatiomesddo identify the next hop along
which to send the packet. By contrast, obtaining the set xif Ingps in FRM requires a full
scan of the BGP table at the origin border router and a sefigleom filter lookup at interme-
diate nodes. Our design faces the challenge of achievisdrild manner that is both scalable
and amenable to high-speed processing in hardware. We moitgsver, that the (relatively
high) cost of tree computation is incurred only by the sowoeder router and, even there,
only once for each group with active sources in its domain.

In the following section, we address these concerns by ptiegea detailed evaluation of
our design.

5 FRM: Evaluation

In this section, we estimate the storage and bandwidth ewerlincurred by FRM'’s group
membership and packet forwarding mechanisms using traeendsimulation. Below, we
present only key results intended to demonstrate the pehdgasibility of our scheme under
likely usage scenarios, while a more detailed exploratifdine parameter space can be found
in an extended technical report [22].
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The following simulation setup is used throughout this isect We associate a single
multicast user with each routable unicast address and aidaejaresented by a prefix =
r.z.z.x/L can thus be assumed to haép) = 232~ users. Each user, in turn, selects and
joins k distinct multicast groups from the address space of dizccording to some group
popularity distribution. Unless otherwise noted, we magtelup popularity via a zipfian dis-
tribution [23] and pessimistically assume no topologicaality in group membership. For
inter-AS connectivity data, we use Subramareaal.’s snapshots of BGP routing tables from
Oct’'04 and their AS-level topologies annotated with inderinter-AS peering relationships
[24].

We begin by quantifying the router storage requirementstdibe GRP_BF state and
the cached forwarding entries and then proceed to an ex#ariraf bandwidth overhead.

5.1 Router Storage Overhead
5.1.1 Group Membership State Requirements

As we explained in the preceding section, our scheme rexjbioeder routers to maintain a
group membership bloom filter for each destination prefihmBGP table. For each prefix
of length L(p), we estimate the expected size of its membership bloom @itteP_B F),. This
is done by first computing the expected number of distinctigsd-(p) advertised by given
that U (p) users each seleétgroups fromA according to the chosen popularity distribution.
Using the equations from Section 4.1, when then determiaertinimumGRP_BF,, length
needed to encodé(p) items for a target false positive rate pf(A — G(p)) (recall thatf is
the permitted number of filters per prefix). Finally, we corgpilne aggregate storage cost due
to GRP_BF state at a border router by summing over all prefix entrieeérBGP table.
Figure 4 illustrates the total group membership storageirempents at a BGP router as
a function of the address space sitdor f = 10 andk = 1,10, and100 groups per user.
We see from the figure th&tRP_BF state for 1 million simultaneously active groups and 10
groups per user requires approximately 3GB of router memaryamount found today even
on users’ endhost machines. Overall, while the memory @attdue to group membership
state is nontrivial in our scheme, it is certainly manageawen today’s storage technology
and costs. Furthermore, we expect that the current trenémary costs should allow FRM to
accommodate the relatively slower growth in BGP table simkiacur only a modest increase
to overall router costs.

5.1.2 Forwarding State Requirements

Forwarding State at a Transit Router. Recall from Section 4.2.2 that the forwarding
state at a transit route®; consists of bloom filter encodings of its AS neighbor edgebtha
number of such encodings is given by the AS degre®&$ domain. Given the power-law
AS degree distribution in the Internet topology [19], we expect the number of forwarding
entries to be remarkably small for the vast majority of dameainder present conditions. More
specifically, it has been observed that 90% of all domainkeénternet currently have fewer
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Figure 4:Total group membership storage requirements at a border roter.

than 10 AS neighbor edges and 99% have fewer than 100. Theimlovith the highest AS
degree has no more than 2,400 edges.

We can compute the corresponding memory requirements as the number of forward-
ing entries times the size of a single bloom filter edge emmpdiAssuming the worst-case
scenario of 2,400 neighbor edges and 128-byte bloom filleesotal forwarding memory re-
quirements af?; would not exceed 307KB and this amount can be comfortablgraotodated
on line cards with current TCAM usage [25].

Forwarding State at the Origin Border Router. The forwarding state at the source
border routerR, is made up of the cached shim headers for multicast grougs aitive
sources within the router’s local domain. To estimate thenorg requirements for the cached
forwarding state af?;, we consider a domain with active sendersiilistinct groups and, as
before, use a zipfian group popularity distribution to maeekivers’ behavior. In this experi-
ment, we also enforce a minimum group size of 8 domains talgwopulating the cache with
uncharacteristically small trees and 25 of the groups al@aasting to the entire Internet (i.e.,
have members in every domain). For each resultant grouppnsreict its dissemination tree,
generate the appropriaieRE E_BF encodings, and compute the amount of cache memory
consumed by these encodings.

Figure 5 plots the total cache memory requirements for asing values of A. We see that
if we assume on the order of several hundred megabytes of RANe cards, our scheme
would permit fast-path forwarding for up to several hundiezlisand active groups. The initial
sub-linear scaling trend is likely due to the fact that cadmuirements for highly popular
groups dominate the initial cache size, whereas the subsetjnear trend reflects our limit
on the minimum group size.
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5.2 Bandwidth Overhead
5.2.1 Overhead of Group Membership Update Traffic

The bandwidth cost of group membership update traffic isradeted primarily by the rate
at which groups are added to, or removed from, a dom&#Rs”_B F encoding and we use
back-of-the-envelope calculations to demonstrate tleattist of membership update propaga-
tion is tractable.

Recall from Section 4.1 that a domain updates its memberthip for a given grougr
only when the number of local membergGtrises above zero or drops below one - a relatively
rare event, particularly if withdrawals are damped, as satgyl in [26].

Consider a (fairly stressful) scenario where every dome@s ®ne such event (appearance
of a new group or departure of an existing group) every sec@inges in the membership
state are communicated as deltas (the se&¥BIP_BF bit positions to be modified) and if
we assume that 5 hash functions are used to generat@ fiife_BF' encoding and that bit
positions are represented as 24-bit values then conveyemhbarship updates for a single
prefix requires approximately 15 bytes of traffic per seéond

If we assume the presence of 300,000 active prefix entrielseiriull BGP FIB (current
reports indicate approximately 270,000 entries [27]) thentotal bandwidth consumed by
incoming membership updates would be approximately 4.5848Bpsmall fraction of the total
capacity at a core border router.

3This estimate takes into account only the length of fie)/_GRP_UPDATE attribute and does not include
other fields of a BGP UPDATE message or its header.
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Figure 6:The total number of packet transmissions (Vl’fl’;fM) for increasing group sizes.

5.2.2 Packet Forwarding Overhead

The bandwidth penalty due to FRM forwarding is threefold:
1. The per-packet shim header containing the encoded subtre

2. The redundant transmissions incurred in situations &/sabtrees are too large to be
encoded in a single header.

3. Unnecessary transmissions due to false positives i 8 E_BF encoding.

We begin by examining the overhead due to redundant traesmss (item 2). Given a
dissemination tre#s rooted at a domaid, we quantify this overhead using the following two
metrics:

o NPM (e) (for e € Ts): The number of transmissions overequired to multicast a
single packet using our scheme from the source to all grouplmees.

° Nil’}fM: The total number of packet transmissions required to castia single packet
using our scheme from the source to all group members:

pkt . pkt
Npry = Z Nira(€)
ecTs

We calibrate FRM'’s performance against idgal multicastin which precisely one packet
is transmitted along each edge of the dissemination tree=(7%s : Nﬁ'}”éM(e) = 1) and (2)
simpleper-domain unicastin which the source transmits a copy of the packet to eachliaem
domain individually.
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Figure 6 showNI{i’}“;M as a function of group size, providing an objective comuarise-
tween FRM, ideal multicast, and unichsWe observe that for all group sizes, the number of
transmissions incurred by FRM is quite close to that of idealticast (0-2.4% higher). As
expected, the difference between FRM and the ideal fornmgrdcenario grows with the in-
creasing number of group members, since larger trees resullirger number of shim headers
(and hence an increased number of duplicate transmissioral) cases, however, our scheme
achieves improvement over plain unicast, which can requoee than twice the bandwidth of
FRM for large multicast groups (over 1 million users).

We now turn to examining the per-edge bandwidth overheadurgi7 shows the CDF
of NP (e) for FRM and per-domain unicast for three different grougsiand we see that
in all cases, over 90% of edges see exactly one transmisdianwever, in the case of simple
unicast, the worst-case number of transmissions per lingasly 4 orders of magnitude greater
than that of ideal multicast for very large groups. By congmar, FRM forwarding offers
significant saving in bandwidth overhead, allowing over598.of edges to see exactly one
packet transmission. The worst-cait %M(e) value for FRM with 10 million members is

“4In this experiment we assume the use of a fixed 100-byte shaddrewhich amounts to approximately 10%
per-packet overhead on typical data.
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157 - a substantial improvement over 6,950 transmissiangl&n unicast.

While the worst-case overhead of 157 transmission incuosedur scheme is certainly
non-negligible, it should be noted that our tests simuldtarly stressful scenario: 10 million
multicast users with no topological locality results in gvdomain having a group member.
This is equivalent to broadcasting to the entire Internet ane might argue that for such
cases, FRM'’s overhead of 157 packet copies on a single lpriesents a reasonable penalty.
Additional examination revealed that the high@&l™’ (e) values are seen by large ISPs,
whose connectivity is characterized by a high AS degree dadya number of downstream
domains.

We also note that one might consider adopting a number ofmigdtions to reduce this
transmission overhead even further. For instance, if tiebau of tree edges from a domain
A((A — B),(A — (),...) constitutes a large fraction of’s entire edge set, the source
border router could replace these edges by a siagigegate edgéA — x) that instructsA
to forward the received packet to all neighboring domainsépt the one on which the packet
has arrived). This optimization could reduce the total neamdf edges in th@ REE_BF
encoding and, correspondingly, the number of duplicat&gtdcansmissions, while sacrificing
the precision of the encoding and making it more susceptibfalse positives. We refer the
reader to [28] for a more extensive discussion of link agatieg, as well as several other
optimizations to the basic FRM forwarding scheme presenégzd.

Evaluation of Bandwidth Efficiency. While the number of redundant packet transmis-
sions provides a meaningful metric for evaluating the badtiwcost of FRM forwarding, we
remind the reader that the total bandwidth overhead indusyeour scheme is a combination
of three distinct factors: the per-packet cost of the shimdee the overhead of redundant
transmissions, and the penalty of unnecessary transmgssiourred by false positives in the
TREFE_BF encoding. Hence, one might argue that the most objectivierpesaince compari-
son can be achieved by evaluating our design using a meattitatkes into account all of these
sources of overhead. Toward this end, we will examine the F&Marding scheme from
the standpoint obandwidth efficiencylnformally, we are interested in the ratio between the
number ofbytestransmitted using the FRM scheme and the minimal amountchaid be
achieved by deploying an "ideal" multicast protocol. Wel wdamine this ratio for individual
edges on the dissemination tree, for the tree as a whole parigef entire topology.

Consider a scenario in which a domammulticasts a single data packet of lendth
to a set of receivers in a topolo@yalong a dissemination trée; C 7. For each edge € Ty,
we define the bandwidth efficiency achieved by FRM as

. Lpkr
EFRM(e) = bytes :
NFy}—E.’,M(e)

N}%ﬁ\j(@) denotes the total number of bytes transmitted alonging the FRM scheme:

Nzl;y}é?;(e) = N?%M(e) - (Ltree BF + LrkT),

whereNf;’;fM(e) is the number of packet transmissions aler@nd Lrrrr_gr is the length
of the shim header in bytes. Note thatry(e) = 1 corresponds to the "ideal" forwarding
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Figure 8:FRM bandwidth efficiency as a function of the target false posive rate for different
choices OfLTREE_BF-

scenario, which is unattainable in our scheme even with pitienal number of transmissions
due to the overhead of the shim header.

We also consider the efficiency of bandwidth usage for theetiisnation tree as a whole:

Eir}e%e]\/[ e |TS‘ : LPKT
- byt ’
ZeeTs NFyR?\Z(e)

where|T’s| denotes the number of edges in the tree.

The bandwidth efficiency of unicast forwarding to the samieo$aeceivers provides a
meaningful basis for comparison:

pree = | Ts| - Lkt _ 75|
kt :
ZeETS (N[l}kt(e) : LPKT) ZeGTS NII} (6)

The penalty due to false positives in the subtree encodindpeajuantified in terms of the
number of bytes transmitted over non-participant ed@qét“ fore € T\Tgs.

Finally, we define the topology-wide efficiency of FRM forvxiarg as the ratio of the
minimum bandwidth usage achievable by "ideal" multicash&d incurred by our scheme (the
latter includes the overhead of transmissions along e#-&dges due to false positives):

Etop . |TS‘ Lpkr
FRM — byt
> cer Nerar(€)

Note thatTs5, ~ Trh,, represents the desirable case, in which most of packet trans
missions occur along the forwarding path defined by the digsstion tree, while the non-
participant routers do not experience a large penalty lsecaiifalse positives in the encoding.
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Figure 9:Emergence of a routing loop as result of a false positive in &' REE_BF encoding.

We ran a set of simulations to evaluate the FRM forwardingesehwith respect to the
bandwidth efficiency metrics described above. In theselsitions, we used an Inet-generated
[29] topology with 30,000 AS nodes, 20,000 of which were grssd to have group members.
We generated a dissemination tree rooted at a leaf domaimansgingle upstream provider,
computed its subtree encodings, and simulated the FRM fdimgprocess for a single data
packet of length 1KB.

Figure 8(a) plots the resulting value &fi’¢%, as a function of the target false positive
rate for different values of.rrrr_pr and provides a comparison wifﬁgee (the bandwidth
efficiency of unicast forwarding). Figure 8(b) shows theresponding values (E}O}%M, which
include the overhead of extraneous transmissions alorgsdtigt do not belong to the tree. We
see that for both metrics, FRM offers a substantial imprasenover plain unicast and comes
fairly close to achieving optimal efficiency with the rightaice of the encoding parameters.
Using a 256-byte shim header and the target false positieeof&.01%, our scheme achieves
Elree, = 0.766 and B - = 0.744. By comparison, unicast achieves onlg94.

Our results also suggest that the overall efficiency of FREvéoding is affected to a
significant extent by the choice of the shim header lengthrzz_pr). A small shim header
decreases the per-packet overhead, but at the same tinoesatie maximum size of a subtree
that can be transmitted in a single packet, thus increaksgumber of duplicate transmissions
and vice versa. In our simulations, a moderately large skiatéar of lengtt256 bytes yielded
the best bandwidth efficiency results.

As expected, raising the false positive threshBlete ¢, increases the difference between
Elree | andEﬁfﬁM by permitting a larger number of unnecessary transmissitorg the non-
participant edges. Increasimi¢nte, also reduces the number of duplicate transmissions and
can thus be expected to increase the tree bandwidth efficigrisy;,), but our simulation
results suggest that this intuition may not be true. To thereoy, the net effect of admitting
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a larger number of false positives is a reduction in bandwidficiency despite the savings in
the number of duplicate transmissions. Overall, a consgelg-chosenRate g, value (below
0.1%) appears to be a generally safe choice. Further invesiigagvealed that the sharp
decline in bandwidth efficiency beyonBlate;, = 0.2% can be attributed to emergence of
routing loops - a scenario illustrated in Figure 9. In thigufe, a multicast packet is being
forwarded along the patt4(S1 — AS2 — AS3). When the packet reachekS3, a bloom
filter lookup on 453 — AS1) in the shim header results in a false positive and cabgds
forward the packet back t8;, thus creating a loopAS1 — AS2 — AS3 — AS1 — ...). In
our simulations, routers discard a packet copy once its Tritially set to 32, reaches 0.

Figure 10(a) plots the CDF aErgras(e) for e € Ts with the false positive rate fixed
at 0.01% and we see that our scheme achieves efficient tititizaf bandwidth for the vast
majority of edges on the tree. If we examine the CDF fetrpr pr = 256 bytes, which,
according to Figure 8(b) achieves the highest level of efficy for the topology as a whole,
over 98.7% of edges iy are utilized with the efficiency of 0.8 (which correspondexactly
one packet transmission) and only 0.2% (36 edges in abdelutes) see the efficiency of 0.4
or less. The worst-cast efficiency value experienced by glesiedge inls is 0.004, which
corresponds to 194 packet transmissions.

Figure 10(b) evaluates the bandwidth penalty imposed uperff-tree edgesI(\7s) as
result of false positives in thEREE_BF encoding. We plot this quantity for different choices
of LTrer_pr and afixed false positive threshold of 0.01%. As expectethallshim header
increases the number of distinct subtree encodings andrdingly, the number of non-tree
edges that receive a packet transmission as result of aofadstéve hit. ForLrrer pr = 256,
only 310 edges see unsolicited packet transmissions, whight well represent a reasonable
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Figure 11:FRM bandwidth efficiency as a function of the target false pogive rate with and
without edge pruning (Lrree gr = 256).

penalty considering the scale of our simulated scenariee Wtrst-case overhead of 94,720
bytes (the equivalent of 74 packet transmissions) is egpeéed by only one of the edges and
over 86% of them see exactly one transmission, which amaarit£80 bytes of overhead.

Optimizing Bandwidth Efficiency. While the results presented in the preceding section
suggest that the bandwidth overhead incurred by the FRMaiathing scheme remains within
reasonable bounds even under very stressful scenariospweansider an additional opti-
mization that allows us to reduce the bandwidth penalty éweher.

The high-level question we would like to answer is: to whaeakdoes additional knowl-
edge about the underlying topology and the unicast routatgsphelp in improving the band-
width efficiency of our scheme? Clearly, replacing the ulyiteg unicast routing infrastruc-
ture with a policy-compliant link state protocol would aj&ther obviate the need for a shim
header, eliminate the problem of false positives and, ity &ow us to achieve "ideal” mul-
ticast with respect to bandwidth efficiency. Since this apph would face a daunting barrier
to deployment in the current Internet, we instead consigerfallowing optimization that op-
erates within the constraints of the current BGP infrastmec

Suppose there exists a mechanism that allows any trangiérr&) whose AS
neighbors in the topology are given Byeighb(R), to determine, for any source
domain S, the subset of its neighbo¥ eight* (S, R) C Neighb(R) such that
VN € Neighb*(S, R) : R's domain isnot on the unicast routing path currently
used bysS to reachN.

Knowledge of this additional information allows us to opizethe transit forwarding func-
tionality in FRM: transit routers can simply avoid propdggtpackets along edges that are
known not to be on the tree. Our simulation results suggest that thisngation, which we
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call off-path edge pruningproduces substantial savings in the forwarding bandwodist.
More specifically, this optimization:

1. Produces a measurable improvement in bandwidth effigiwith respect to bott&7¢s |
andE}2 .
2. Makes the occurrence of routing loops less likely.

3. Reduces the number of extraneous transmissions duestaskitives in the encoding
and hence lessens the bandwidth penalty imposed upon tteegadf the dissemination
path.

Figure 11 quantifies the improvement in bandwidth efficiesogt plotsE: %, , andEﬁ?}%M
with Lrrer_r = 256 as a function of the false positive rate with and withedge pruning.
We see that although edge pruning does not improve the maxiauhievableE!¢5 , value
(both schemes achieve the best-case value of 0.766Rvithy,, set to 0.01%), it does offer
improvement over the basic scheme under higher false ypositreshold values. For instance,
Rateys, = 0.32% vyieldsE"5,, = 0.247 (below that of unicast) and edge pruning improves
this value to 0.723. Investigation revealed that improveimeome primarily from the reduced
number of routing anomalies, such as the one shown in Figuilea®would have otherwise
occurred due to a large number of false positives.

More importantly, however, edge pruning improves the toggiwide bandwidth effi-
ciency E?‘)}%M)’ as can be seen from Figure 11(b), by reducing the numbensdligited
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packet transmissions along edges that do not belong to éke tin the best-case scenario
(Ratey, = 0.01%), edge pruning improve‘sfé’f;M from 0.744 to 0.754 and, as expected, the
magnitude of improvement grows with the false positive shdd.

To further understand the effects of this optimization afu@ng the overhead of erroneous
transmissions, we examined the distribution of bandwidiérioead along the edgesTiyTs
for Ratey, = 0.01% andLrrrr_pr = 256. The results are shown in Figure 12. Without
edge pruning, 310 non-tree edges see unsolicited traffidamnd these edges see two or more
packet copies. The pruning optimization reduces the nuofetges penalized by our scheme
to 113 and only 14 of them see more than one packet.

6 FRM: Implementation

We have implemented a software-based prototype of an FRMrthat runs under the Linux
operating system and makes use of the eXtensible Open Relatitorm (XORP) [30]. Our
implementation supports all main elements of the desigdeasribed in the preceding sections
and has been successfully deployed and benchmarked inraltashtest environment.

Figure 13 illustrates the overall structure of the protetyAt a high level, our implementa-
tion consists of a Linux kernel module that performs the fioms of the forwarding plane and
a user-level component that maintains group membership @tal handles the propagation of
membership update reports to neighboring domains. Thelessarmodule runs in the exe-
cution context of the XORP BGP daemaiv{p_bgp) and communicates with the kernel-side
FRM module via the Linux netlink mechanism [31] - a standazaltdre of the Linux OS that
allows the kernel to request service from a user-level @m®e@d vice versa through a generic
socket-like interface.

In the kernel-side module, the FRMHdrCache data structaohes forwarding state for
groups with active sources in the router’s local domain,levthe BGPPeerTable holds the
encodings of edges to neighboring domains used to forwarssitrpackets. Group member-
ship bloom filters are maintained by therp bgp daemon as a component of its Routing
Information Base (RIB).

At present, our FRM prototype lacks support for interfacwigh intra-domain multicast
routing protocols. As an interim mechanism, we implemeifraidlomain forwarding using
the LocalGrpMembers data structure in the kernel modulestioaes the IP addresses of local
group members for each active group. A more scalable impletien might, for instance,
store the IP address of the group’s local rendezvous pa@sti(aing the use of PIM-SM within
a domain).

6.1 Packet Processing

When a multicast packet arrives on one of the router’s iat&$, Linux delivers it to the FRM
kernel-level module, which in turn invokes its packet fordiag code path (Figure 14).

Since in the core FRM forwarding scheme, packet processitigns in the source domain
are somewhat different from those associated with forvagrthiansit packets, we first examine
the packet’s source IP address to determine its origin.
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Figure 13:Software architecture of the FRM prototype.

6.1.1 Source Domain Processing

If the source address indicates that the packet originattgeirouter’s local domain, we invoke
the source forwarding code pattirigure 15). Recall from Section 4.2.1 that forwarding ia th
origin domain involves constructing the multicast disseation tree for the destination group
and propagating copies of the packet to the source’s imrteecliéldren in the tree, augmenting
each copy with a shim header that contains a bloom filter engauf the subtree rooted at that
node.

We first check whether the requisite forwarding state forgaeket’'s destination group is
present in the FRMHdrCache data structure.

Source domain: cache miss In the event of a cache miss, the kernel makes an upcall to
xorp_bgp to request the dissemination tree for the packet’s degimgroup. Upon receipt of
the kernel's request, the BGP daemon scans its RIB, identifizsse destination prefixes whose
GRP_BF's indicate membership in the specified group, and compugesda from the union

of the corresponding unicast routes. The daemon splitseipetfulting tree into one or more
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[**** Main entry point for FRM forwarding at a border router ****/
static void frmforward(struct packet *pkt) {

uint16_t chksum.in_packet, chksum conputed;

struct frmhdr *frnh;

struct iphdr *iph;

uint16_t hdrlen;

iph = (struct iphdr *)pkt->data;

/'l Performseveral checks and discard invalid packets

if ((pkt->len < M N_IPHDR_LEN) || /1 lInvalid header format
(! MULTI CAST(i ph->daddr)) | /1 Invalid destination group address
(iph->ttl == 0)) /1 TTL has expired
got o drop;
iph->ttl--; /| Decrenment the TTL val ue
if (iph->ttl == 0)
got o drop;

if (addr_in_local _domain(iph->saddr)) {
/'l The source address is in the local domain; we are the source border router

/1 If this is an | GW group nenbership report, update the Local G pMenbers table
if (iph->protocol == |PPROTO | GW)

frm process_i gnp(pkt);
el se

frmforward_source(pkt); /'l Invoke the source forwardi ng codepath

} else {
/1 The packet originated in a renpte donain; we are a transit router
frmh = (struct fromhdr *)(pkt->data + (iph->ihl * 4));
if (!'1S_VALI DFRVHDR(fr mh)) /'l Verify presence of the shi mheader
goto drop;

/'l Verify checksumin the FRM header
chksum i n_packet = FRVHDR GETCHKSUM fr nh);
FRVHDR _SETCHKSUM f rmh, 0);
hdrl en = sizeof (struct frmhdr) + FRVHDR_GETBLOOMLEN(fr nmh);
chksum conmput ed = frm shi mhdr _chksun{(char *)frmh, hdrlen);
if (chksum.in_packet != chksum conput ed)

got o drop; /1 Invalid checksum

/'l Restore the checksumin the header (it was reset to zero above)
FRVHDR_SETCHKSUM frnmh, chksum.i n_packet);

frmforward_transit(pkt); /1 Invoke the transit forwardi ng codepath

/'l Forward the packet to all active nenbers in the |ocal domain
frmforward_l ocal (pkt);

}

done:
return;

dr op:
| og_packet _drop(pkt);
got o done;

}

Figure 14: Implementation of the main packet forwarding code path (nonessential details
are omitted).
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[ **** Packet forwarding at the source border router ****/
static void frmforward_source(struct packet *pkt) {

uint16_t iphdrlen_bytes, shinhdrlen_bytes;

uint32_t group_num payl oad_bytes;

struct hdrcache_item *cacheitem

struct iphdr *iph, *new ph;

struct nmsg_needheader nsg;

struct packet newpkt;

iph = (struct iphdr *)pkt->data;
group_num = | PADDR_TO GRPNUM i ph- >daddr ) ;

/1 Look up the destination group address in the shimheader cache
if ((cacheitem = hdrcache. | ookup(group_num) == NULL) {
/* Header not found in the cache. Enqueue the packet and request the
di ssem nation tree fromthe BGP daenobn. */
wai tt abl e. addPacket (pkt, group_num;

/'l Send the header request signal to the XORP daenon
nMeg. group_num = group_nuni
sendnsg_t o_bgp( MSG_NEEDHEADER, &nsg, sizeof (nmsg));

} else {
/1 Found a cached header for this group

/1 Allocate a new packet buffer that contains a placehol der for the shimheader
i phdrl en_bytes = iph->ihl * 4;

shi mhdrl en_bytes = config. get MyShi nHdr Len() ;

payl oad_bytes = pkt->len - iphdrlen_bytes;

newpkt .l en = pkt->len + shinhdrl en_bytes;
newpkt.data = (char *)mal | oc(newpkt. | en);

newi ph = (struct iphdr *)newpkt.data;
newpayl oad = newpkt.data + iphdrlen_bytes + shinmhdrlen_bytes;

/1 Copy the I P header into the new packet buffer
nmencpy(new ph, iph, iphdrlen_bytes);

/1 Copy the payload into the new packet buffer
nencpy( newpayl oad, pkt->data + iphdrlen_bytes, payload_bytes);

/* Increment the "length’ field of the new IP header to reflect the
addi ti on of the shimheader and reconpute its checksum */

new ph->tot_|en = htons(newpkt.len);

new ph->check = 0;

new ph->check = conpute_i p_csumnew ph);

/1 Forward the packet to children on the dissenination tree

frm forward_source_cachehit(&ewpkt, cacheitem;

/| Deal | ocate the packet buffer
free(newpkt . data);

Figure 15:Implementation of the source forwarding code path (non-esntial details are omit-
ted).
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/****

This routine is invoked at the source border router to initiate the dissem nation
of a multicast packet once a valid header cache item (struct hdrcache_item has been
obt ai ned. The cache itemcontains the set of next hops and pre-conputed shi m headers

(one for each child on the tree).
****/

static void frmforward_source_cachehit(struct packet *pkt, struct hdrcache_item*item {
struct nei ghbour _as *nei ghb;
struct frohdr *frmh;
struct iphdr *iph;
char *hdrdata_ptr;
uintl6_t as_num
unsigned int i;

iph = (struct iphdr *)pkt->data;
frmh = (struct frmhdr *)(pkt->data + (iph->ihl * 4));

hdrdata_ptr = item >hdrdat a;
for (i =0; i < item>numnexthops; i++) { /'l For each child on the tree...
as_num = i tem >next hop_asnuns[i];

/* Resolve the child AS nunber into a neighbor structure that contains the requisite
forwarding i nformation. */
nei ghb = confi g. get Nei ghbour (as_nun;

nencpy(frmh, hdrdata_ptr, item >hdrlen); /'l Copy the shim header into the packet buffer
frm sendpkt _next hop(pkt, nei ghb); /'l Forward the packet to the child donamin

hdrdata_ptr += item >hdrlen; /'l Advance the header buffer pointer

Figure 16:Implementation of the source forwarding code path: cache hi(non-essential de-
tails are omitted).

subtrees (one for every direct child of the local AS) and oesis to the kernel with a set of
structures of the forMAS,,, SubT'ree,), whereAS, is the AS number of a direct child node
and SubT'ree, is a list of edges representing the subtree rooted%t. The kernel parses
this response, encodes the supplied edges into bloom féredsconstructs a set of FRM shim
headers - one for every child node5,.

Once the headers are computed, a copy of the packet, aughwaititean appropriate shim
header, is made for each child domain and then forwardedtbtlat child’s next hop address.
For efficiency reasons, we use an auxiliary data structufePBeerTable) in the kernel to
map between the AS number of a BGP peer and its corresponditighop IP address and a
subsequent lookup in the kernel’s main forwarding tablelkes the next-hop IP into a pointer
to the outgoing network interface. Finally, we insert thetd®tion group address and the set
of shim headers for each child AS into FRMHdrCache. This gttacture is indexed by group
address and uses a basic LRU replacement scheme.

Source domain: cache hit In the event of a cache hit, packet processing is extremely
simple (Figure 16). A lookup in FRMHdrCache produces the$eext-hop AS numbers and
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the associated shim headers. A copy of the packet is madadbrahild entryAS, associated
with the destination group; the packet is augmented witlcdehed shim header and sent to
AS,.. Note that the upcall to the XORP BGP daemon is required antizé event of a cache
miss.

The use of FRMHdrCache can greatly reduce the per-packeegsing overhead at the
source border router, since a cache lookup is vastly moraesftithan full recomputation of
the tree. However, as we explain below, this improvementeat the cost of having to
invalidate a (potentially large) number of cached elemanissponse to a group membership
event in a remote domain.

6.1.2 Transit Domain Processing

If the packet did not originate in the router’'s local domairg invoke thetransit forwarding
code path(Figure 17). We decrement the packet's TTL, iterate throtighBGPPeerTable
and, for each peedS,, check for the presence of the edg€S; ... — AS:) in the packet’s
TREFE_BF. If the edge is present, we forward a copy of the packet towlaednext-hop
address forAS,.. As the last step, we strip off the FRM shim header and forveazdpy of the
packet to every active local group member listed in the L@gaMembers table.

6.1.3 Packet Processing Overhead

We measure the forwarding latency for each of the forwaradiode paths described above
- source cache hitsource cache misandtransit Our measurements were conducted on a
1.8GHz IBM Thinkpad with 1GB RAM running the prototype FRMdmunder Linux RedHat
9, kernel level 2.4.20-8. For each code path, we measurenkariterval between the packet’s
handoff to the FRM module and the time at which the last cophefpacket is enqueued for
transmission over the outgoing interface. The latencyli®guesented below are averaged
over 1,000 incoming packets.

Table 2 illustrates the average per-packet forwarding fioneghe source cache hitode
path and we test performance for different packet sizes andut values (i.e., the number
of outgoing copies). For calibration, we also measure tlbegssing latency achieved by the
standard Linux kernel implementation of multicast forwagd As expected, FRM process-
ing time scales linearly with the number of outgoing paclaties, while larger packets take
longer to process due to the higher memory copy overheadatiReto native multicast for-
warding, FRM exhibits similar scaling behavior but is alwajower in the absolute and further
examination revealed that the difference in performang&imarily due to the fact that our
implementation incurs one additional buffer copy for eveagket sent. In standard multicast,
an identical copy of the packet is sent to all outgoing istegs, while our scheme requires
generating a distinct copy (with the appropriate shim heafibe every neighbor and hence
replicating the original buffer.

To measure the forwarding time for packets that suffer aeaciss, we populate the RIB
with an Oct’'04 snapshot of the Internet BGP table contairiihi@,519 prefix entries and ini-
tialize a fractionF' of these entries to indicate membership in the packet’'sraggin group.

In this experiment, we maintain the group membership daltéoom filters of length 2KB and
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[ **** Packet forwarding at a transit router ****/
static void frmforward_transit(struct packet *pkt) {

uint32_t bl oonl en_bytes, num hash;

struct nei ghbor_as *nei ghb;

struct frmtree_edge edge;

struct frmhdr *frnh;

struct iphdr *iph;

uint16_t forward;

char *bl oondat a;

iph = (struct iphdr *)pkt->data;
frmh = (struct frmhdr *)(pkt->data + (iph->ihl * 4));

bl oondata = ((char *)frnmh) + sizeof (struct frnhdr);
bl oonl en_bytes = FRVHDR _GETBLOOVLEN(f r mh);
num hash = FRVHDR_GETNUVHASH( f r mh) ;

if ((bloomen_bytes * BITS_PER BYTE) == config. get MyShi nBl oonLen()) {
/* The 'fast’ path: |ookup each neighbor in the shimheader using
pre-conput ed encodi ngs. */
whi l e ((neighb = config. get Next Nei ghbor (nei ghb)) !'= NULL) {
forward = frm bl oom | ookup_from bits(bl oondata, bl oonl en_bytes,
nei ghb- >bl oom bi t pos, num hash);
if (forward)
frm sendpkt _next hop(pkt, nei ghb);

} else {

// The "slow path: performa full bloomfilter |ookup
edge. src_as = config.get MyASNum() ;
whi |l e ((neighb = config. get Next Nei ghbor (nei ghb)) !'= NULL) {

edge. dst _as = nei ghb->as_num

forward = frmbl oom | ookup(bl oondata, bl oonl en_bytes,

num hash, &edge);
if (forward)
frm sendpkt _next hop(pkt, nei ghb);

Figure 17:Implementation of the transit forwarding code path (non-esential details are omit-
ted).

6 hash functions are used to generate the encoding. Taldes3He forwarding latency for a
single 512-byte packet @, for an increasing number of member prefixes included in & tr
The reported latency includes the cost of scanning the B&? &nstructing the dissemina-
tion tree, generating the approprigfd? ¥ E_BF' encodings (we use 256-byte bloom filters
with 6 hash functions), replicating the outgoing packet] anqueuing the outgoing copies for
transmission. We see that in the worst case where every prasian active group member, it
takes approximately 303.2ms to forward the packet andduitivestigation revealed that the
processing time is dominated by the cost of scanning the Rifidle clearly expensive, we do
not view the processing latencies of cache misses as causerfcern for two reasons: First,
these measured latency values are entirely dependent @mdbessor speed and other hard-
ware characteristics of the router which, in our case, isipracessor IBM Thinkpad and in
reality, header construction can be parallelized and apéichon SMPs. Second, this latency
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Fanout| Linux multicast FRM FRM FRM
1-byte packets| 1-byte packets 128-byte packets 1024-byte packets

drCache.

1 0.4 0.7 0.8 1.2
128 25.4 64.8 76.2 89.5
256 50.7 132.5 154.2 177.5
512 101.2 262.7 308.6 3514
Table 2:Forwarding latency (in microseconds) atRiR, when the destination group is in FRMH-
Member prefixe§ 0 459 1836 7345 29380 | 117519
(F=0)| (F=1/256)| (F=1/64)| (F=1/16)| (F=1/4) | (F=1)
Processing time| 65.8 68.3 74.5 89.1 124.8 303.2

Table 3:Forwarding latency (in milliseconds) for a 512-byte packetat R, when the destination
group is not in FRMHdrCache.

is only incurred on the first packet sent to a group and cackseasican be rendered even more
infrequent via pre-computation and an appropriate chaditkeeocache size.

Finally, Table 4 reports the forwarding latency/at for transit packets. We measure the
processing time for a single packet 512-byte packet undéereint tree fanout values and
repeat the measurement for different sizes of the BGPPelerTahe size and format of the
TREFE_BF encoding is the same as in the previous experiment. We abseat as with
source-domain forwarding, the processing time scalesipevith the number of outgoing
packet copies and, as expected, also exhibits linear depeadn the domain’s AS degree.
Overall, transit forwarding is efficient and only margiryathore expensive than a cache hit at
the source border router for the same fanout value.

In summary, the design of FRM admits a straightforward afidieft implementation of
the cache hit and transit forwarding code paths that actaffiency comparable to that of the
native multicast forwarding mechanism in the Linux kerr@r cache misses, we believe that
a combination of hardware and software optimizations alwith a sufficient cache memory
allotment can make the performance impact of misses nbigigiHowever, an exploration
and evaluation of performance optimizations merits furitedy, particularly in the context of
realistic router hardware configurations.

6.2 Advertising Group Membership Updates

When an endhost joins or leaves a multicast group, an IGMPbeeship report is generated
and delivered to its designated router (DR). In our curremléementation, we modify DRs
to relay these membership events directly to the source FiRItérR;. Upon receipt of this

group membership event, the kernel-side FRM componenttepdis LocalGrpMembership
table. If the event in question triggers a domain-level mership change (i.e., activation of
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Fanout| AS degree| AS degree| AS degree| AS degree| AS degree| AS degree
1 32 128 256 512 1024
1 7.6 10.9 17.0 27.7 45.6 814
32 38.8 43.8 54.5 735 113.4
128 127.1 137.1 159.4 204.5
256 220.7 248.8 308.0
512 402.2 465.2
1024 748.7

Table 4:Transit forwarding latency (in microseconds) for a 512-bye packet atR;.

a previously-inactive group or vice versa), the kernel medssues an upcall toorp_bgp,
notifying it of the membership update. In response, the BG@éhtbn updates the local do-
main’s membership bloom filter and calculates the delta fitsprevious value (expressed as
the list of modified bit positions). Having done that, themae initiates global dissemination
of the updated membership state by re-advertising the dosnaiiefix to its BGP peers and
augmenting the advertisement with thdkM_GRP_U PDATE path attribute that contains
the membership delta. Multiple successive membershiptapaaay be combined and sent in
a single BGP advertisement to reduce the overhead of BGit taithe expense of increased
join latency.

When a peerorp_bgp daemon receives akRM_GRP_UPDATE, it extracts the list
of modified bit positions and applies this update to3t® P_B F' state for the corresponding
prefix. Since the update may cause some subset of cachedt@gtiregs in FRMHdrCache to
become stale, the daemon then issues an invalidation retguise kernel module, which, in
turn, purges all affected entries from FRMHdrCache.

It is easy to verify that for a given set of modified bit pogitéa3,,, and a given groug-
whose bloom filter representation is a set of bit positiBas the cache item associated with
requires invalidation if and only iB; N B,,, # 0. Since a full linear scan of FRMHdrCache to
identify such entries can be quite expensive, our impleatamt uses an auxiliary kernel-level
data structure to efficiently resolve a bit position into ecx$goointers to FRMHdrCache entries
associated with that bit.

Note that in our current implementation, every incomfig@M_GRP_UPDATE trig-
gers a kernel invalidation request even if none of the caemtdes require invalidation. As
a potential optimization, the BGP daemon can keep trackeotthrent content of FRMHdr-
Cache and issue an invalidation call only if the cache is kntmvcontain stale entries. This
would prevent some unnecessary user-kernel crossingsyduld make cache eviction more
expensive because additional coordination between thmekerodule and the daemon would
be required to keep the two structures in sync. We believiebibih approaches are valid and
come with their trade-offs, which we plan to explore mordyfthrough subsequent deploy-
ment experience.

In our evaluations, the processing overhead for a sifgieV/_GRP_UPDATE mes-
sage with one group activation event that modifies 6 bits énntiembership bloom filter and
invalidates a single FRMHdrCache entry (with 1,024 entoiesent in the cache) incurs 18.67
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Figure 18:FRM deployment set-up.

usec of processing time. It takes 0.34ec to updaté€’RP_BF and 18.33usec to identify
and invalidate the stale cache entry.

6.3 Deployment Experience

To test the end-to-end functionality of our FRM implemeiatat we deployed the prototype in
a local testbed consisting of 2 interconnected FRM routeds3aVNindows desktop clients. The
set-up is illustrated in Figure 18. We deployed an unmodwiedion of the VAT [32] audio
conferencing tool on the client machines and observed pdekigery from the source client to
receivers, demonstrating that our FRM implementation cawdrd packets end-to-end using
legacy OS and application stacks.

7 Conclusion

In this report, we presented our work on Free Riding Multicaa different approach to
network-level multicast routing. Our design explores agiget of tradeoffs, offering a simpler
(no distributed tree computation) and easier-to-confignceneed for rendezvous point) solu-
tion at the expense of reduced bandwidth efficiency and greasource demands on border
routers - tradeoffs that we believe are worth exploring igigarrent technology trends.

In conclusion, we note that since FRM makes no use of hieiGchddress aggregation,
its implementation represents a fairly general abstradiiod in effect provides the ability to
route on flat identifiers. Hence, our general scheme coulgpkea to more general routing
services such as IP-layer anycast or name-based routirgprihary difference is that mul-
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ticast requires matchingll subscriptions, whereas the above require matchimg The only
implication to our design is that false positives would beremore undesirable and a simple
solution would be to enumerate subscriptions or use amalieiencoding scheme that admits
only false negatives.

The goal of this project was to tackle a purely technicalibato inter-domain deployment
of multicast in the Internet, but other barriers do existwdwaer, given the growing adoption
of Internet broadcasting, multimedia conferencing, meagimultiplayer online games, and
other networked applications, we conjecture that time meyidiht to revisit IP multicast and
re-evaluate its chances.
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